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The stability and aggregation mechanisms of oxygen vacancy chains are studied for hafnia using

self-energy corrected density functional theory. While oxygen vacancies tend not to align along the

c-axis of monoclinic HfO2, oxygen vacancy chains along a-axis and b-axis are energetically favor-

able, with cohesive energies of 0.05 eV and 0.03 eV per vacancy, respectively. Nevertheless, with

an increase of the cross section area, intensive oxygen vacancy chains become much more stable in

hafnia, which yields phase separation into Hf-clusters and HfO2. Compared with disperse single

vacancy chains, intensive oxygen vacancy chains made of 4, 6, and 8 single vacancy chains are

energetically more favorable by 0.17, 0.20, and 0.30 eV per oxygen vacancy, respectively. On the

other hand, while a single oxygen vacancy chain exhibits a tiny electronic energy gap of around

0.5 eV, metallic conduction emerges for the intensive vacancy chain made of 8 single vacancy

chains, which possesses a filament cross section area of �0.4 nm2. This sets a lower area limit for

Hf-cluster filaments from metallic conduction point of view, but in real hafnia resistive RAM devi-

ces the cross section area of the filaments can generally be much larger (>5 nm2) for the sake of

energy minimization. Our work sets up a bridge between oxygen vacancy ordering and phase sepa-

ration in hafnia, and shows a clear trend of filament stabilization with larger dimensions. The

results could explain the threshold switching phenomenon in hafnia when a small AFM tip was

used as the top electrode, as well as the undesired multimode operation in resistive RAM cells with

3 nm-thick hafnia. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4989621]

I. INTRODUCTION

Reproducible resistive switching phenomena have been

widely utilized to achieve resistive random access memory1

(RRAM), one of the leading technologies in advanced non-

volatile memories. Binary oxides such as HfOx and TaOx are

the most promising candidates for RRAMs due to their

supreme technical compatibility to standard CMOS and out-

standing performances.2,3 In particular, hafnia is the key ingra-

dient of the state-of-the-art CMOS gate oxide4,5 and extremely

high quality hafnia thin films can be obtained straightforwardly

in CMOS flow-line. Moreover, HfOx-based RRAM with over

1012-cycle write endurance has been demonstrated recently.6

Notwithstanding its technical advantages, the exact nature of

the conductive filaments (CFs) in hafnia is still under debate.

While it is widely accepted that oxygen vacancies play a sig-

nificant role in the CF formation in hafnia,7 it is still uncertain

whether the ultimate CF consists of ordered oxygen vacancies8

[oxygen vacancy chains], conductive sub-oxides,9 metal Hf

(either in the h.c.p. form or in other metal cluster forms),10,11

or metal Hf with oxygen interstitials such as Hf6O.12

Identifying the exact compositions of the CFs as well as the

CF formation mechanism in hafnia remains a highly challeng-

ing task.

Celano et al. utilized conductive atomic force microscopy

(C-AFM) to investigate the nature of CF in bipolar Hf/HfO2/

TiN RRAM and directly observed a CF of a conical shape,13

with a cross section area of 38.9 nm2 near the Hf (active) elec-

trode but merely 7.8 nm2 near the TiN (inert) electrode. Such

conical shape can be attributed to the formation of high den-

sity oxygen vacancies near the active Hf electrode, and subse-

quent migration of these vacancies towards the inert electrode

during the electroforming step. The CF was identified as a

local region rich of oxygen vacancies. Unfortunately, it was

not possible to investigate the structure of the CF in that

experiment. In a later work14 they also observed an interesting

phenomenon when small area (typically 3� 3 nm2) C-AFM

tips were used as the top electrode to switch the resistive state

of hafnia. Under such situation, threshold switching com-

monly occurs, i.e., the CF becomes unstable when the number

of oxygen vacancy defects is limited. Recently Li et al. has

investigated the CF in hafnia through in situ electron hologra-

phy together with electron energy loss spectrum, and also con-

cluded that a continuous channel filler with oxygen vacancies

accounts for the low resistance state of their hafnia-RRAM.15

Their work provides a direct evidence for the evolution of

CFs in hafnia due to the motion of oxygen vacancies.

Unfortunately, there is still a lack of understanding towards

the composition and stoichiometry of the CFs.

On account of the difficulty in the experimental meth-

ods, ab initio calculation affords an effective way towards

the composition and the formation mechanism of CFs in haf-

nia. Oxygen vacancy ordering has long been proposed as the

trigger mechanism for CF formation in binary oxides such as

TiO2 and NiO.16 Kamiya et al. proposed a generalized model

for the resistive switching in binary oxides based on the oxy-

gen vacancy cohesion-isolation transition.17 They regard an
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oxygen vacancy chain (VC) as the CF and proposed that

charge injection/removal is a strong driving force for such

transitions. While this model is highly universal for binary

oxides, it did not investigate the stability of the VC and there-

fore the energetics for the CF formation. The experimentally

observed CF, however, typically possesses a substantial cross-

section over 5 nm2 even at its narrowest end.13 In addition, the

electronic structure of a single oxygen VC shows some defect

bands that are either fully occupied or empty at zero tempera-

ture, though the energy gap is vanishingly small. This does

not capture the metallic conduction and the positive tempera-

ture coefficient for the resistance of CFs. It is necessary to

study VCs with a wide range of cross section areas for deeper

understanding into the CF composition.

McKenna has pointed out,18 through first-principles and

thermal dynamic calculations, that sub-stoichiometric HfOx

(0.2< x< 2) would decompose into HfO0.2 and HfO2, and

thus proposed an HfO0.2 filament model. He calculated the

electronic structures of an HfO0.2 filament embedded in

HfO2 dielectric, and confirmed the filamentary conduction

picture. Furthermore, he identified the optimal stoichiometry

of the initial HfOx dielectric to be 1.5< x< 1.75, such that

efficient nucleation and growth of stable Hf-rich clusters can

be realized. Zhang et al. studied the phase diagram of the

Hf-O system under pressures,12 and confirmed the only two

stable HfOx (x> 0) phases at atmospheric pressure and room

temperature are P21/c HfO2 and R�3 Hf6O (�HfO0.17). These

two works list the approximate composition HfO0.2 as the

strong candidate for the CF in hafnia. Hence, there are at

least two models for the CFs in hafnia: VCs inside HfO2 and

Hf-rich clusters close to the Hf6O phase. Ab initio calcula-

tions show that oxygen di-vacancy pairs and multiple vacan-

cies are energetically more favorable than isolated vacancies

in HfO2, Si-doped HfO2 and Ti-doped HfO2.9,19 It is reason-

able to infer that the formation of VC is favorable at the

beginning stage of electroforming. Yet, it is still unclear

whether and how VCs can be transformed into Hf-rich clus-

ters with approximately Hf6O stoichiometry.

In this work, we extend the VC model of Kamiya et al.
and study the VC aggregation effects through ab initio calcu-

lations, in addition to their electronic structures. We aim at

answering the following questions:

• Why the stable CFs in hafnia are large in cross sections

(typically 7.8 nm2 even in their narrow ends)?
• Why small electrodes, and thus small possible filament

cross section areas, can lead to threshold switching?
• What is the influence of local and global stoichiometry on

the formation of CFs in hafnia?

To resolve these issues we carry out two series of studies

successively. First, we set up 108-atom HfO2 supercells (9

unit cells each containing 12 atoms) and study the cohesive

effects of oxygen VCs, comparing the energies of either dis-

persed or aggregated VCs with various densities. For the

aggregated case we shall identify the minimum size of the

VC that leads to metallic conduction, i.e., VC becomes CF.

Next, for the CF model we increase the size of the dielectric

to study the influence of stoichiometry on electronic struc-

tures. We shall show that oxygen VCs tend to aggregate to

render phase separation, and metal Hf (possibly with a few O

interstitials) is likely to be the composition of the CF.

II. COMPUTATIONAL METHOD

For our ab initio calculations we used density functional

theory20,21 (DFT), as implemented in the plane-wave based
Vienna Ab initio Simulation Package22,23 (VASP). The elec-

trons considered as valence were: 5p, 5d and 6 s for Hf; 2 s
and 2p for O. Core electrons were approximated by projector

augmented-wave pseudopotentials.24,25 The generalized gra-
dient approximation (GGA) was used for the exchange-

correlation energy, within the PBEsol functional,26 which
has been shown to result in very accurate structural parame-

ters for solids. The plane wave kinetic energy cutoff was
500 eV for all cases, and sufficiently dense Monkhorst-Pack

k-meshes27 were utilized to sample the Brillouin zone. All
hafnia and defective hafnia supercells were fully relaxed

until the Hellmann-Feynman forces were below 0.02 eV/Å.
Unless in isolated oxygen vacancy and single oxygen VC

studies, the lattice parameters were also optimized until the
stress in each direction of the supercell is less than 500 MPa.

It is well known that DFT-GGA systematically underesti-

mates the band gaps for semiconductors and insulators. As our

supercell typically consists of more than 100 atoms, hybrid

functionals28 and the GW approximation29 become impractical

in their computational complexity. Hence, we shall implement

a self-energy corrected GGA-1/2 method, which was proposed

by Ferreira et al. in 2008 (together with local density approxi-

mation (LDA)-1/2)30,31 and is effective in resolving the band

gap problem for semiconductors.32–39 The method corrects the

spurious electron self-interaction term in local density approxi-

mation (LDA) or GGA using the Slater half-occupation tech-

nique, while keeping the computational cost at the same level

of plain LDA/GGA. According to LDA-1/2 and GGA-1/2, the

well-known problem of band gap underestimation in LDA and

GGA stems from their neglecting the self-energy of the hole in

the valence band. Instead of calculating the self-energy of the

hole, which is a formidable task, GGA-1/2 attaches the trimmed

self-energy potentials to the anions in real space. Specifically,

in our work electronic structure calculations were carried out as

a separate step after structural relaxation and static energy cal-

culation. The self-energy potentials were derived from atomic

calculations using a modified ATOM code (supplied with the

Siesta simulation package40) where we included the PBEsol

functional. The trimmed self-energy potential for oxygen, i.e.,

V[O: 2s22p4]�V[O: 2s22p3.5] with a specific cutoff radius, was

added to the oxygen atoms as an external potential. A series of

self-consistent runs were carried out to fix the optimal cutoff

radius for the self-energy potential, which ought to maximize

the band gap of HfO2 according to the principles of GGA-1/2.

Electronic structures were obtained with this optimal cutoff

radius only, and no empirical parameters were involved.

III. RESULTS AND DISCUSSIONS

A. Bulk HfO2 and isolated oxygen vacancy

We studied two phases of bulk HfO2: monoclinic HfO2

(m-HfO2) and cubic HfO2 (c-HfO2). The former is the ground

state phase of HfO2 at room temperature and atmospheric
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pressure, while the latter is the simplest phase with high sym-

metry. Their optimized lattice parameters are compared with

experimental values in Table I. The GGA-1/2 band diagrams

in Fig. 1 show band gaps of 5.96 eV for m-HfO2 and 6.05 eV

for c-HfO2. In both phases the optimal oxygen self-energy

potential cutoff radii are 2.7 bohr. The experimental band gap

for m-HfO2 is typically 5.68 to 5.9 eV,41,42 in good agreement

with our GGA-1/2 band gap.

There is only one oxygen site in c-HfO2 but two distinct

oxygen sites in m-HfO2. To study the formation energy of

isolated oxygen vacancy point defects, we set up 2� 2� 2

supercells (96 atoms in total) for these two phases and define

the vacancy formation energy as

Eform ¼ Edefective � Eperfect þ lO; (1)

where Edefective and Eperfect are the energies of the supercells

with and without a single oxygen vacancy, respectively; lO is

the chemical potential of oxygen. There are multiple choices

for the value of lO, depending on the O-rich or O-poor environ-

ments. As we only care about the relative stability of defects,

we choose lO as that in the O2 gas form. However, it is well

known that DFT-GGA severely overestimates the binding

energy for O2, therefore an energy correction term is usually

applied to the O2 molecule energy as well. In this case we have

lO ¼
1

2
EO2
þ Ecorrð Þ; (2)

where a proper Ecorr ought to yield a correct binding energy

for O2. Using GGA-PBEsol we find that Ecorr¼ 1.37 eV rec-

tifies the binding energy of O2, from �6.60 eV to the experi-

mental value �5.23 eV.46 Compared with the GGA-PBE

results by Wang et al.47 (�6.02 eV binding energy for O2

before correction), our PBEsol binding energy of O2 is even

more overestimated, which is reasonable since the bond

lengths predicted with PBEsol are generally smaller than

with PBE. It is therefore even more necessary to correct the

DFT-energy of O2 with the PBEsol functional.

With the above definition, we calculated the formation

energy of a neutral oxygen vacancy as 6.95 eV in c-HfO2.

In m-HfO2, the III-coordinate oxygen vacancy (VO-III) has

Eform¼ 7.37 eV, while the IV-coordinate oxygen vacancy

(VO-IV) has Eform¼ 7.27 eV. The fact that VO-IV is slightly

easier to form is consistent with previous studies.48,49 In iso-

lated oxygen vacancy studies we did not alter the lattice

parameters of HfO2, but only allowed the relaxation of

atomic coordinates within the supercell, which is a common

way to keep the nature of isolated point defects.

B. Single oxygen vacancy chains in m-HfO2

We define the single oxygen VC as a hollow path

enclosed by Hf atoms where no oxygen atoms can be found

along the path. In c-HfO2 a single VC is shown in Fig. 2(a).

In m-HfO2, the single oxygen VCs along a-, b-, and c-axes

are schematically shown in Figs. 2(b)–2(d). Starting from a

12-atom HfO2 unit cell, all these model supercells are

enlarged to 3� 3 size over the plane that is perpendicular to

the aligning direction of the VCs. For example, in the b-axis

VC model we used a 3� 1� 3 supercell, where the VCs are

separated by around 1.5 nm from their nearest periodic

images.

TABLE I. Calculated structural parameters and band gaps for c-HfO2 and m-HfO2, with comparison to experiments.

Cubic Monoclinic

GGA GGA-1/2 Experimental GGA GGA-1/2 Experimental

a (Å) 5.022 Same as GGA 5.09 (Ref. 43) 5.082 Same as GGA 5.117 (Ref. 44)

b (Å) 5.156 5.175

c (Å) 5.252 5.292

b angle (�) 90 90 99.68 99.22 (Ref. 44)

Band gap (eV) 3.76 6.05 N. A.a 3.97 5.98 5.68 (Ref. 41)

5.9 eV (Ref. 42)

a.Experimental band gap value for cubic HfO2 was rarely reported. A Y-stabilized hafnia study reveals a band gap of 5.8 eV.45

FIG. 1. The band diagrams for (a) cubic HfO2 and (b) monoclinic HfO2, cal-

culated using GGA-1/2.
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The formation energy of an oxygen VC can be defined

as follows:

Eform ¼
1

n
Edefective � Eperfectð Þ þ lO (3)

with the unit of eV per oxygen vacancy (denoted by eV/O

for short), where n is the number of oxygen vacancies in one

defective supercell. For single VCs, n¼ 2 always holds.

In the single VC study, we always set up a 108-atom

supercell before introducing the VCs. During the structural

relaxation we only optimized the internal atomic coordi-

nates of the defective supercells. Nevertheless, upon allow-

ing the supercell lattice parameters to be fully relaxed, we

discovered almost no difference in the formation energies

of single VCs. Hence, we fix the supercell lattice parame-

ters as in the isolated oxygen vacancy study. In c-HfO2 the

supercell is 3� 3� 1 and there is only one kind of single

oxygen VC, as shown in Fig. 2(a). Under the definition

above, its formation energy is 6.73 eV/O, lower than the

6.95 eV energy for oxygen vacancy point defect formation.

Hence, oxygen vacancies tend to accumulate in c-HfO2.

In m-HfO2 we find three most energetically favorable oxy-

gen VCs, along a-, b- and c-axes, with formation energies

of 7.22 eV/O, 7.24 eV/O and 7.30 eV/O, respectively.

These values were obtained using 1� 3� 3, 3� 1� 3 and

3� 3� 1 supercells where the corresponding oxygen atoms

were stripped. The most probable chain is the one along

a-axis, while the b-axis oxygen VC is also likely to emerge

because its formation energy per O-vacancy is still slightly

lower than the single Vo-IV case. However, the VC along

c-axis is not energetically favorable. In m-HfO2 we choose

the b-axis VC as our focus, because even a larger number

of VCs in this configuration will not cause structural insta-

bility, while the VC along a-axis may lead to phase transi-

tion in the high density regime.

Figures 3(a) and 3(b) show the electron localization

function (ELF) of the VC in c-HfO2 and the b-axis VC of m-

HfO2. The red region indicates localized electron density

(ELF�1), the green region represents delocalized electrons

(ELF�0.5), and the blue region means the absence of elec-

tron (ELF�0). In both cases there are highly localized elec-

trons observed at the vacancy sites, but they are connected

through certain delocalized electrons in the green region,

which implies that at least hopping conduction is possible

through these VCs. In the c-HfO2 case the continuous region

of delocalized electrons is even more remarkable. From the

band diagrams [Figs. 3(c) and 3(d)] one further finds that

strong dispersion exists only along the vacancy chain direc-

tion, which is c-axis and b-axis for c-HfO2 and m-HfO2,

respectively. Such phenomenon clearly originates from the

interaction between neighboring oxygen vacancies along the

VC, and is consistent with previous researches.50 The inter-

action of oxygen vacancies along the a-b plane is, however,

absent since their minimum distance is above 1.5 nm in our

single VC models.

In principle, the working mechanism of HfO2 RRAM is

not always due to the formation of CFs. In certain highly

nonlinear devices such as those designed for self-selected 3D

integration,51 the current compliance is so low that CFs can-

not be created. Hence, in certain HfO2 RRAMs the hopping

conduction and trap-assisted tunneling processes may domi-

nate the ON-state. It is also possible that metallic conduction

and hopping conduction coexist due to both extended and

localized electron states.52,53 Nevertheless, our present work

FIG. 2. Atomic structures of the single

oxygen VCs in hafnia. (a) A VC

in c-HfO2; (b) A VC along a-axis in

m-HfO2; (c) A VC along b-axis in

m-HfO2; (d) A VC along c-axis in

m-HfO2. The big red balls represent O

while the small brown balls represent

Hf. The same convention for atomic

illustration is used in all the following

structural figures.
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mainly focuses on the composition and formation mecha-

nism of metallic CFs in HfO2, and in this sense we find that

the electronic density of states analysis for all these VCs in

Fig. 2 does not support a metallic conduction picture. As

shown in Fig. 4(a), the defect bands induced by these VCs

are fully occupied in c-HfO2, though the energy gap to the

conduction band is quite small (�0.5 eV). Note that even at

room temperature, the presence of such a small gap still

yields a semiconductor-like temperature coefficient for resis-

tivity, due to the thermal excitation. In reality, however, such

thermal excitation is usually absent in the ON-state of hafnia

RRAMs.54 In other words, our results do not support single

VCs as the CF composition in hafnia RRAMs.

C. Multiple and intensive oxygen vacancy chains

To achieve metallic conduction, it is reasonable to require

that the density of VCs should exceed a threshold, or the cross

section area of the VC must be larger than a critical value. A

study on a series of multiple VCs in the same supercell-setting

may give some hints on the criteria for metallic conduction.

We choose oxygen VCs along b-axis in m-HfO2 as our model

system. The m-HfO2 phase is preferred because c-HfO2 is not

the ground state, where the introduction of multiple CFs may

cause a global phase transition, and the formation energies of

VCs can lose their physical meaning accordingly. The

3� 1� 3 m-HfO2 supercell is sufficiently large such that we

can study two family of VCs: one with dispersed single VCs

(referred to as the “disperse model”) and the other with only

one intensive VC per supercell (referred to as the “intensive

model”), both with the same stoichiometry. Figures 5(a) and

5(b) demonstrates the fully relaxed structures of the disperse

model and the intensive model both with the stoichiometry

Hf36O64 (�HfO1.78). The formation energies are 7.24 eV/O

and 7.07 eV/O for the disperse model and the intensive model,

respectively. The intensive model is energetically superior by

0.17 eV/O, revealing that oxygen vacancy cohesion is favor-

able in hafnia. To further verify this point, we constructed

4 more disperse and intensive VC models with Hf36O60

(�HfO1.67) and Hf36O56 (�HfO1.56) global stoichiometries,

whose atomic structures are demonstrated in Figs. 5(c)–5(f).

Their formation energies show an interesting monotonic trend.

In Hf36O60, the intensive VC model shows even superior sta-

bility, whose formation energy (7.02 eV/O) is 0.20 eV/O lower

than that of the disperse model (7.22 eV/O). Furthermore, in

Hf36O56 such difference is enlarged to 0.30 eV/O (formation

energies: 6.87 eV/O and 7.17 eV/O for the intensive and the

disperse model, respectively). In other words, oxygen vacancy

accumulation becomes even more energetically favorable

when the reduced region (potential CF region) is larger.

Next we examine the electronic structures of all these mul-

tiple VC models. The density of states calculated using GGA-

1/2 are plotted in Figs. 6(a)–6(f), corresponding to the models

in Figs. 5(a)–5(f), respectively. The most prominent feature is

that all the disperse models, even in the Hf36O56 stoichiometry,

do not show metallic conduction, though their gaps can be as

small as a few tenths of eV at zero temperature. For intensive

models, however, we find that metallic conduction does emerge

in Fig. 6(f) as the CF becomes sufficiently large (�0.4 nm2 in

cross section area). The insets in Figs. 6(d) and 6(f) clearly indi-

cate a transition from a semiconductor to a metallic state.

Hence, the model in Fig. 5(f) is both energetically very favor-

able and metallic, revealing that phase separation into Hf clus-

ters (possibly with some O interstitials) and HfO2 is a highly

probable process during the electroforming in hafnia RRAMs.

Note that our Hf filament in Fig. 5(f) is not in the h.c.p. struc-

ture, but its presence is still energetically favorable.

To verify that phase separation is the key towards metal-

lic conduction, we further checked the valence of Hf atoms

in these models through Bader charge analysis. Table II

shows the charge value of several selected Hf atoms. In Fig.

5(a), the net charge values of Hf #1 (far from the vacancy

sites) isþ2.70, which can be regarded as a standard value for

HfO2. On the other hand, for the four Hf atoms surrounding

the VC in Fig. 5(a), i.e., Hf #2 to #5, their average net charge

isþ2.05, lower than the standard Hf case. When it comes to

the intensive model as in Fig. 5(b), however, the Hf atoms

within the VC region show much reduced charge values than

FIG. 3. (a) Electron localization function (ELF) for the single oxygen VC in

c-HfO2; (b) ELF for the single oxygen VC in m-HfO2 along b-axis; (c)

Electronic band diagram for the model in Fig. 2(a); (d) Electronic band dia-

gram for the model in Fig. 2(c). Red, green and blue colors represent

ELF¼ 1, ELF¼ 0.5 and ELF¼ 0, respectively.
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the disperse model. For example, Hf #6 is charged byþ1.42,

while Hf #7 residing at the center of the CF has a charge of

merelyþ0.07, very close to metal Hf. For Hf #8 and #9 in

Fig. 5(f), which are at the core of an even larger CF, their

charge values according to Bader analysis are þ0.28 and

�0.17. As a slightly negatively charged Hf atom is found,

the Hf atoms in the core CF region are thus extremely differ-

ent from the case of ionic Hf cation in HfO2. With stronger

CFs, there are more Hf atoms showing the behavior of

charge neutrality. This reflects the phase separation phenom-

enon and the formation of metal Hf cluster.

We point out here that the disperse models, by definition,

do not contain large CFs that stem from merged VCs, but con-

sist of individual single VCs dispersed in the dielectric matrix.

However, once the individual VCs meet each other, such as

under thermal activation or high applied electric field, they are

prone to merge into large CFs. This is exactly a possible route

towards the ultimate phase-separation scenario.

D. Influence of global stoichiometry

The intensive VC model shown in Fig. 5(f) and its

electronic structure in Fig. 6(f) demonstrate our typical

filamentary conduction scenario. It is subsequently a relevant

question whether such conduction can be maintained when

the supercell becomes larger, while keeping the size of the

CF fixed. For this purpose, we constructed a 4� 1� 4 m-

HfO2 supercell and introduced the same CF. After full struc-

tural relaxation (optimized structure shown in Fig. 7), we

obtained its electronic structure using GGA-1/2. The density

of states shown in the inset of Fig. 7 depicts a continuous

band across the Fermi level, similar to that in Fig. 6(f). This

confirms that the local filamentary conduction does not

depend on the global stoichiometry of the whole dielectric

layer, as long as the filament is stable by itself and also being

highly metallic, such as the metal Hf clusters.

On the other hand, in our disperse VC models there exist

energy gaps for the carriers, thus it is desirable to investigate

whether the global stoichiometry should influence the band

gap. For this purpose we chose the model in Fig. 5(c) and

enlarged the HfO2 supercell to 4� 1� 4. The fully opti-

mized VC model is shown in Fig. 8(a), where Fig. 8(b) dem-

onstrates its electronic density of states near the Fermi level

calculated with GGA-1/2. When the supercell is enlarged

from 3� 1� 3 to 4� 1� 4, the band gap increases from

�0.2 eV to �0.3 eV. This phenomenon can be explained by

the Coulomb repulsion among the trapped electrons on the

FIG. 5. Multiple VCs along b-axis with various global stoichiometries in m-

HfO2. (a) Disperse model in Hf36O64; (b) intensive model in Hf36O64; (c)

disperse model in Hf36O60; (d) intensive model in Hf36O60; (e) disperse

model in Hf36O56; (f) intensive model in Hf36O56. The parallelogram indi-

cates a supercell region, while the green circles stand for the VCs. Some par-

ticular Hf atoms are marked by grey circles with number indices.

FIG. 4. Density of states of the single oxygen VC models: (a) VC in c-HfO2;

(b) VC in m-HfO2 along b-axis. The vertical dashed lines at zero energy

stand for the Fermi levels.
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neutral Vo sites. As the global stoichiometry becomes more

oxygen-deficient, the density of trapped electrons increases,

which yields stronger repulsion and higher energy levels for

the localized states stemming from these trapped electrons.

On the other hand, the conduction band electrons are close to

delocalized Bloch states. Hence, in case of an existing band

gap, such band gap in the disperse VC model depends on the

global stoichiometry, where more VC leads to smaller gap.

E. Energetic comparison for various phase
separations

The models shown in Figs. 5(f) and 7 both contain a suf-

ficiently large Hf-cluster CF per each supercell, and they

both show local metallic conduction inside their CF regions.

FIG. 6. Electronic density of states for

the models in Fig. 5. (a) Disperse model

of Hf36O64; (b) intensive model of

Hf36O64; (c) disperse model of Hf36O60;

(d) intensive model of Hf36O60; (e) dis-

perse model of Hf36O56; (f) intensive

model of Hf36O56. The Fermi levels are

set to zero energy. Insets in (d) and (f)

show the density of states close to the

Fermi levels with higher resolution.

TABLE II. Charges on certain Hf atoms marked in Fig. 5 using Bader

analysis.

Atom 1# 2# 3# 4# 5# 6# 7# 8# 9#

Charge (e) þ2.70 þ2.05 þ2.08 þ2.05 þ2.03 þ1.42 þ0.07 þ0.28 �0.17

FIG. 7. Optimized atomic structures of an intensive filament in the

4� 1� 4 m-HfO2 supercell. The inset shows the GGA-1/2 electronic density

of states near the Fermi level for this model.
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Their global stoichiometries are Hf36O56 (�HfO1.56) and

Hf64O112 (�HfO1.75). Of course these models cannot be the

lowest energy configurations for the two stoichiometries, but

in an RRAM cell the geometrical constraints due to top and

bottom electrodes may forbid arbitrary phase separations in

the dielectric layer, thanks to the influence of various interfa-

ces. Yet, it is still desirable to estimate the relative stability

of these models by comparing with bulk phases. At zero tem-

perature and atmospheric pressure, the thermodynamically

stable phases in the Hf-O systems are h.c.p. Hf, hexagonal

Hf6O (h-Hf6O) and m-HfO2. Two metastable phases, tetrago-

nal Hf2O3 (t-Hf2O3) and hexagonal HfO (h-HfO), have also

been predicted in recently years9,54,55 and may also be taken

into account. Table III lists the comprehensive results of

such energy comparison. Since both Hf36O56 and Hf64O112

are between the stable phases Hf6O and HfO2 in stoichiome-

try, ideally they should decompose into h-Hf6O and m-HfO2

in vacuum. We thus define the proper h-Hf6O and m-HfO2

mixture states as the ground state

Hf36O56 !
16

11
Hf6Oþ 300

11
HfO2; (4)

Hf64O112 !
16

11
Hf6Oþ 608

11
HfO2; (5)

and their total energies are used for other compositions as

the zero point. For all other configurations, their energies for

an Hf36O56 or Hf64O112 supercell are calculated with respect

to these standard states. The energy cost of a certain configu-

ration is therefore its energy divided by the effective number

of oxygen vacancies in one supercell, where adding the same

number of oxygen atoms back to the supercell shall yield an

HfO2 stoichiometry.

Under both stoichiometries, our Hf-in-m-HfO2 filamen-

tary model costs about 0.7 eV per oxygen vacancy, which is

superior to the formation of h-HfO with m-HfO2, but less

favorable than bulk Hf (or Hf6O) with m-HfO2, as well as

t-Hf2O3 with m-HfO2 (Table III). Nevertheless, we empha-

size that the filamentary model already includes the interfa-

cial energy of Hf/HfO2, thus whether the Hf CF is stable also

depends on the interfacial energies of other configurations,

such as Hf6O/HfO2 and Hf2O3/HfO2. Under normal condi-

tions the 0.7 eV/O energy cost is already sufficiently low to

be achieved in real RRAM devices, and it is more favorable

than the HfO filament formation even neglecting the interfa-

cial energy between HfO and HfO2.

There is almost no difference in the relative energy

costs between the two stoichiometries, while for Hf-in-m-

HfO2 models we find a tiny discrepancy (0.71 eV/O versus

0.69 eV/O). The 0.02 eV/O difference is within the compu-

tational error range of DFT-GGA. Hence, if Hf metal clus-

ters constitute the CFs, their formation kinetics and

characteristics are insensitive to the regions about 1 nm

far away within the dielectric, which further confirms the

filamentary nature in the low resistance state of hafnia-

RRAM.

F. Discussions

According to the results above, oxygen VCs show a

clear cohesive tendency in HfO2. During electroforming,

local Hf clusters may emerge in HfO2 due to the combination

of oxygen VCs, where the Hf atoms at the center of the clus-

ter usually exhibits zero-valence characteristic. Phase

decomposition into Hf (possibly with some O interstitials)

and HfO2 is energetically favorable when the Hf cluster is

large in cross section. The larger the Hf CF, the more stable

it is. On the other hand, keeping fixed the same size of CF,

their inter-distance does not play an important role in the

FIG. 8. (a) Optimized atomic structures of a disperse VC model in the

4� 1� 4 m-HfO2 supercell; (b) its GGA-1/2 electronic density of states near

the Fermi level.

TABLE III. Energy comparison of our filamentary Hf36O56 and Hf64O112

supercell models with respect to various mixtures of pure bulk phases.

Configuration

Energy cost per oxygen vacancy (eV/O)

Hf36O56 Hf64O112

Hf-in-m-HfO2 model 0.69 0.71

h-Hf6O þ m-HfO2 0 (defined) 0 (defined)

h.c.p. Hf þ m-HfO2 0.04 0.04

t-Hf2O3 þ m-HfO2 0.25 0.25

h-HfO þ m-HfO2 1.84 1.84
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stability of individual CFs (Sec. III E), as long as they are

not too close to each other.

An oxygen VC with a rather small cross section cannot

lead to metallic conduction, but we predict that an intensive

VC region with 12 Hf atoms and around 0.4 nm2 area within

the cross section is sufficient to yield metallic conduction.

The experimental finding that the CF is usually much larger

than this critical size should be understood from an energetic

point of view. During the phase decomposition into Hf and

HfO2, larger Hf CFs cost less energy than dispersed small Hf

CFs, thus small CFs tend to merge into large CFs to mini-

mize the energy.

Such argument can also explain the phenomenon dis-

covered by Celano et al.14 that using a small AFM tip as an

electrode one usually discovers only threshold switching.

Suppose metal Hf cluster is the composition of the CF, then

its stability strongly depends on its cross section area. Under

the small electrode situations, the metal Hf cluster can

become metastable and may dissolve automatically as long

as the electrical stress is removed. Moreover, our calcula-

tions can explain the variability of operation modes of hafnia

RRAM when the dielectric thickness is merely 3 nm,

recently reported by Hou et al.56 As the vertical dimension

of hafnia shrinks to around 3 nm, the volume of a CF is lim-

ited by the vertical dimension, therefore the stability of the

CFs degrades due to a low cohesive energy.

It is usually argued that grain boundaries are preferential

leakage paths and the seed for electroforming in hafnia.57,58

If the hafnia thin film was polycrystalline before electro-

forming, such argument makes sense because grain bound-

aries sites are preferred sites for defect segregation,

including oxygen vacancies and metal interstitials.59 Our

previous work on hafnia grain boundary indicates that the

incorporation of metal interstitials (either Hf or foreign metal

elements) is the most probable route towards metallic con-

duction along the grain boundaries. This seems easier com-

pared with the merging of VCs, since there are usually pre-

existing hollow regions at the grain boundary, accepting

metal interstitials. Nevertheless, most hafnia-based RRAM

devices utilize amorphous hafnia grown by atomic layer

deposition (ALD), even with Si or Al doping to stabilize the

amorphous phase. Our models of Hf-rich cluster CF embed-

ded in an m-HfO2 dielectric, stemming from the aggregation

of VCs, is a probable scenario for the vicinity of the CF in

the electroformed device.

On the technical side, the optimal stoichiometry of the

initial hafnia was estimated as HfO1.50 to HfO1.75 according

to McKenna.18 Our Hf-in-HfO2 filamentary models as

shown in Figs. 5(f) and 7 fall exactly within this range. As

in real devices there are plenty of choices for electrodes,

and also many possible dopants in HfO2, one cannot fully

eliminate the possibility of metastable sub-oxides as the CF

in hafnia-based RRAMs. However, our calculation suggests

that with this optimal initial stoichiometry, phase decompo-

sition into h-HfO and HfO2 is much less probable than into

t-Hf2O3 and HfO2, though both cases are less favorable

than decomposing into Hf-rich cluster HfOx (0< x< 0.17)

and HfO2.

IV. CONCLUSIONS

We show through ab initio calculations that in hafnia-

based RRAMs the aligned oxygen vacancy chains have the

tendency to aggregate into an intensive Hf-cluster filament

region during the electroforming process. The cohesion

effect of oxygen vacancy chains is even more prominent

when the Hf-cluster is larger, thus the conductive filaments

in hafnia tend to expand in lateral directions. In addition, dis-

persed single oxygen vacancy chains in hafnia do not show

metallic conduction behavior according to their electronic

structure analysis, but an intensive Hf-rich cluster exhibits

metallic behavior when the cross section of the filament con-

sists of 12 Hf atoms or more. Hence, the usually observed

large cross section area for the filaments in hafnia (> 5 nm2)

stems from an energetic cohesion effect for oxygen vacancy

defects, though an Hf-cluster filament with even smaller

cross section (�1 nm2), if existing, may still exhibit metallic

conduction. Our results can also explain the threshold

switching observed in hafnia when the small size AFM tip

was used as an electrode, because the small volume of the fil-

ament incurs energetic instability. Our work excludes the

possibility of individual oxygen vacancy chains with small

cross section dimensions as the filaments in hafnia, but sup-

ports the scenario of phase decomposition into HfO2 and

Hf-rich clusters during electroforming.
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